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Abstract

With the increasing importance of deep learning workloads, many
hardware accelerators have been proposed in both academia and
industry. However, software tooling for the vast majority of them
does not exist compared to the software ecosystem and innovations
proposed for established platforms such as CPUs and GPUs. We
observed that the lack of well-defined hardware-software inter-
faces and correctness testing tools like fast and scalable test oracles
(also known as functional simulators) act as significant barriers to
adopting these emerging accelerators in the software community.
These interfaces and tools are essential in building software such
as retargetable compilers and optimized kernels.

To bridge these gaps, we first present TAIDL, an instruction
specification language that provides novel constructs to describe
the instruction set architectures (ISAs) of tensor accelerators. Next,
given ISA definitions in TAIDL, we introduce techniques to auto-
matically generate fast and scalable test oracles for diverse sets
of accelerators, which are needed for testing software correctness
of code that targets pre-silicon hardware designs. Automated gen-
eration of such tools reduces the burden on hardware architects
and the repeated development efforts required across different ac-
celerator platforms. Further, our techniques allow us to execute
these simulators on GPUs, leading to highly scalable simulations.
To demonstrate the expressivity of TAIDL, we instantiated several
tensor accelerator ISAs with different compute capabilities and
memory hierarchies. Further, we show that test oracles generated
using TAIDL definitions are orders of magnitude faster and more
scalable than existing instruction-level functional simulators, mak-
ing them suitable for integration into software development cycles.
TAIDL is available at https://github.com/act-compiler/taidl.
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1 Introduction

The increasing demand for machine learning (ML) workloads has
brought innovations across the system stack, from applications to
hardware designs. On one front, there have been multiple tensor
accelerator designs (NPUs) proposed at top-tier computer architec-
ture venues [20, 47, 51, 80, 101, 114]. On another front, there have
been multiple systems and compiler optimization work proposed
at top-tier systems and compiler venues [21, 31, 42, 44, 106, 116].

1.1 Problem

Although plenty of work has been done on both fronts, we note
a subtle disconnect between the software and hardware research.
Systems and compiler optimizations are mainly targeted and tested
on existing CPU and GPU designs. Software works that evaluate on
tensor accelerators [72, 84, 119] have been mainly limited to a hand-
ful of proprietary andmature designs, such as Google TPU [69] with
proprietary mature compiler support. A vast majority of accelerator
designs have not been used for software evaluations.

To understand this disconnect, we analyze the tooling available
for popular accelerator platforms (summarized in Table 1). These
tools allow developers to build (Programmability), validate (Correct-
ness Testing), and optimize (Performance Testing) software support
for hardware. We observe two major disparities between hardware
with mature software support (CPUs, GPUs, and commercial accel-
erators) and those without (academic accelerators).
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Programmability

←−−−−−−−−−−−−→
Correctness Testing

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Performance Testing

←−−−−−−−−−−−−−−−−−−−−−−−−−−→

Hardware Category Target Well-Documented Test Oracle Publicly-Accessible Performance Model
ISA Specification (Functional Simulator) Hardware (Timing Simulator)

CPUs Intel Xeon Gold ✓ ✓
✓

✓

[37] [39] [4]

GPUs NVIDIA A100 ✓ ✓
✓

✓

[41] [48] [11, 73]

AMD AI Engine [36] ✓ ✓
✓

✓

[59] [61] [60]
Commercial Google TPU [69–71] ✓ ✓

✓
✓

Accelerators [27] [26] [100]

AWS Trainium [64] ✓ ✓
✓ ✗[65] [66]

Eyeriss [23] ✗ ✗ ✗ ✗

Academic MAERI [80] ✗ ✗ ✗ ✓

Accelerators FEATHER [114] ✗ ✗ ✗ ✓

Gemmini [51] ✓ ✓
✗

✓

[102] [103] [5, 99]

Table 1: Summarizing the status of ISA semantics and simulation tools relevant for software development. We observe that

CPUs, GPUs, and commercial accelerators have well-defined ISA semantics and simulation tools. Most academic accelerators

have neither a well-documented ISA nor a complete set of simulation tools (lack correctness testing tools).

Observation 1: Limited programmability due to lack of

well-defined software-hardware interfaces. The first difference
we observe for many accelerator designs is the lack of instruction
set architectures (ISAs) or assembly-like kernel programming lan-
guages, commonly called virtual ISAs, which serve as well-defined
hardware-software interfaces. CPUs and GPUs have mature ISAs
(like x86 [37]) or virtual ISAs (like NVPTX [41]) that have played a
pivotal role in enabling software tools such as compilers [42, 83] and
high-performance libraries [40, 50]. Commercial tensor accelerators
like Google TPU [69–71], AWS Inferentia [62] & Trainium [64] have
proprietary ISAs with open-source kernel programming languages
(like Pallas TPU [27] and AWS NKI [65]) that have enabled success-
ful software tools such as Google XLA-TPU compiler [31] and AWS
Neuron SDK [63]. A vast majority of tensor accelerators proposed
in academia [20, 23, 47, 74, 80, 114] remain under-explored by the
software community due to the lack of well-documented ISAs and,
as a result, limited programmability.

ISA semantics provide a clear and precise specification of how
hardware instructions behave. These semantics lead to multiple
downstream use cases in software development and research. For
CPU architectures, they have been used in traditional compiler
passes [16, 82], automated compiler construction techniques [12,
18, 22, 87, 95], emulation [52], finding miscompilation bugs [88, 89],
software verification [107], ISA-level security analysis [14], and to
discover inconsistencies between vendor manuals and actual hard-
ware behavior [46, 54]. These applications show that ISA semantics

aid programmability of hardware, making it easier for developers
and researchers to build mature software support and, thus, are
critical for the wider adoption of new accelerator designs.

Observation 2: Lack of fast tooling to test software cor-
rectness. The second difference we observe for many accelerator
designs is the lack of fast correctness testing infrastructures that
are fundamental to maintaining correct functionality of the soft-
ware stack, especially for compilers and hand-optimized assembly

kernels. To ensure correctness, hardware platforms provide either
physical chip implementations or software test oracles that can val-
idate the behavior of programs against expected results. The term
“test oracle”, used in Sail [52] and software testing literature [6, 13],
also appears as “functional simulator” in some prior works. Intel
provides a test oracle, Intel SDE [39], which has enabled developers
to test x86 ISA extensions like AMX [38] before the chips were
available. Test oracles [26, 61, 66] provided by commercial accelera-
tors [36, 62, 64, 69–71] have enabled rapid iteration and debugging
workflows [25]. Such workflows are not feasible for pre-silicon
designs proposed in academia due to the lack of fast test oracles.

Triggers
Correct Output

Triggers

Debug Incorrect
Output

Compare
Outputs

Correctness
Testsmain

PR

Performance
Tests

Collect
Metrics

Profile Perf.
Degradation

Test Passed

opt

Figure 1: Summarized view of a typical testing infrastructure

used in compiler development to merge a new change (opt)
into the production branch (main). Performance tests 2○ are

triggered only if opt passes correctness tests 1○.

Typical testing infrastructures (as shown in Figure 1) of compil-
ers [7, 21, 31, 63] often rely on both correctness and performance
tests, where performance tests 2○ are only triggered if all correct-
ness tests pass 1○. Compiler fuzzing techniques based on output
comparison using physical chips and test oracles have uncovered
several bugs in mainstream compilers [91, 118, 122] and ML com-
pilers [43, 68, 85, 86, 110] for CPUs and GPUs. Test oracles [26]
have also been used to discover bugs in accelerator compilers like
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(b) Corresponding TAIDL definition

64

16

u8 ...

i8

...
16

64

AMX tile registers

i8

64

16

...

④
matrix-matrix

multiply

⑥
add

tmm0 ... tmm7

8

(a) Visualization of Intel AMX instruction tdpbusd on 1KB tile registers

①
load src0

⑤
load dst

⑦
store dst

16

64

4

②
load src1

③
transform

layout

16

16

i32 ...

    [tdpbusd] (dst, src0, src1)

    %T2.2:16x16x4xi8 = reshape(%T2.1);
    %T2.3:16x4x16xi8 = transpose(%T2.2, dim={0,2,1});
    %T2.4:64x16xi8 = reshape(%T2.3);

    %A.32:16x64xi32 = convert(%T1.3);
    %B.32:64x16xi32 = convert(%T2.4);
    %C.32:16x16xi32 = dot_general(%A.32, %B.32);
④

    %T2.1:1x16x64xi8 <- $tiles[src1];

    %T1.1:1x16x64xi8 <- $tiles[src0];
    %T1.2:1x16x64xu8 = bitcast_convert(%T1.1);
    %T1.3:16x64xu8 = reshape(%T1.2);
①

    %T3.1:1x16x64xi8 <- $tiles[dst];
    %T3.2:1x16x16xi32 = bitcast_convert(%T3.1);
    %T3.3:16x16xi32 = reshape(%T3.2);

    %Out.1:16x16xi32 = add(%T3.3, %C.32);

    %Out.2:16x16x4xi8 = bitcast_convert(%Out.1);
    %Out.3:1x16x64xi8 = reshape(%Out.2);
    %Out.3:1x16x64xi8 -> $tiles[dst];

⑤

⑥

⑦

②

③

signed
32-bit

unsigned
8-bit

signed
8-bit

Figure 2: Visualization of Intel AMX instruction tdpbusd where only steps 4○ and 6○ perform the actual computation. Step 3○
shows the data layout transformation applied to tile register src1, where groups of 4 columns are flattened in a "zig-zag" pattern,

resulting in a 64x16xi8matrix. Note that the implementation of the instruction does not generate this intermediate matrix;

rather, it relies on the data paths within the systolic-array-based architecture of the Intel AMX TMUL compute unit to manage

the data layout. The input matrices to step 4○ are of two different types, with the accumulation type as signed 32-bit integer.

JAX Pallas TPU [28]. This shows that fast and accurate test oracles
ensure software correctness and, thus, are critical for building robust
software stacks for pre-silicon designs of tensor accelerators.

Tensor accelerator platforms provide various performance mod-
els ranging from cycle-accurate timing simulators [5, 60] to fast ap-
proximate analytical [99, 114] and learned [100] cost models. Such
tools are extensively studied and established within the architecture
community. Therefore, our focus is on improving programmability
and correctness testing tools, not on performance modeling.

In summary, we observe that limited programmability and cor-
rectness testing infrastructure for a majority of tensor accelerators
has resulted in a gap between software and hardware research.
Hardware architects need to provide well-defined ISA semantics
and fast test oracles for wider adoption of their accelerator designs.

1.2 Challenges

Designingwell-defined ISA semantics and fast test oracles for tensor
accelerators poses two key challenges - expressivity and scalability.

Challenge 1: Precisely expressing complex tensor opera-

tions. While tensor accelerator designs are often designed to opti-
mize matrix multiplication and convolution operations, these are
often accompanied by complex data layout transformations such as
reshaping, padding, transposing, and tiling. Additionally, tensor ac-
celerators often support multiple data types with varying precision,
like mixed precision training [93] in FP32/FP16 and INT32/INT8.
The semantics of such operations are often complex and are not
easily expressible in existing scalar ISA description languages such
as Sail [52]. For example, consider the Intel AMX instruction tdp-
busd visualized in Figure 2 (a) – only steps 4○ and 6○ perform the
actual computation of matrix multiplication and addition. Step 3○
performs data layout transformation on the second tile register
(src1) by collapsing four contiguous columns into a single column.
Step 4○ computes over inputs of unsigned (red) and signed (blue)
8-bit integers and accumulates over signed 32-bit integer (purple).

Challenge 2: Developing fast and scalable test oracles.

Building test oracles for tensor accelerator ISAs that scale well with
the size of the input tensors is challenging. Simulating the execution
of instructions on these large tensors can be computationally ex-
pensive. Many existing test oracles are designed with hand-crafted
data structures written in programming languages like C++ and
compiled using general-purpose compilers like GCC. Often, these
test oracles, like Gemmini Spike [103], are single-threaded and thus
do not scale as input tensors become large (more details in §7). This
makes them unsuitable for simulating large tensor operations that
are common in ML workloads. Additionally, these test oracles are
designed for a specific accelerator, and transferring such tooling to
a new accelerator design requires considerable engineering effort.

1.3 Our Solution

In this paper, we introduce the first instruction specification lan-
guage targeting tensor accelerators, TAIDL (Tensor Accelerator

ISA Definition Language), that standardizes the way ISAs and
their semantics are developed for tensor accelerators. We leverage
this standardization to introduce techniques that automatically gen-
erate fast and scalable test oracles for any given accelerator ISA
specified in TAIDL. Since these techniques are parameterized based
on TAIDL, they significantly reduce the engineering effort needed
to build such tools targeting multiple accelerator platforms.

TAIDL is designed to express the intent of the instructions – i.e.,
their semantics – without delving into hardware implementation
details. This follows from the fact that an ISA acts as a contract
between the hardware and software, abstracting away low-level
microarchitectural details from the exposed programming model.

Addressing Challenge 1. TAIDL allows us to express complex
tensor operations like data layout transformations using a rich set
of tensor operators. In this paper, we use the XLA-HLO operators
defined in the tensor compiler XLA [31]. Figure 2 (b) shows the
TAIDL definition of AMX instruction tdpbusd. The complex data
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layout transformation in step 3○ is compactly represented by a se-
ries of reshape and transpose operators (orange box). The compute
in step 4○ is precisely represented with convert operators (green
box). This allows us to precisely express complex tensor operations
in a high-level language that is easy to understand and expressive
enough to capture the complexities of tensor accelerators.

Addressing Challenge 2. Since TAIDL models ISA semantics
using high-level tensor operators like XLA-HLO, it allows us to
develop novel techniques to automatically generate test oracles that
can be compiled using production-grade tensor compilers such as
XLA. Unlike existing test oracles, these auto-generated test oracles
are multi-threaded and deployable on GPUs. As a result, they are
orders of magnitude faster and also scalable to large tensors. Since
the auto-generation is parameterized by TAIDL constructs, we can
generate fast and scalable test oracles for any ISA defined in TAIDL.

In summary, this paper makes the following contributions.
• We propose the first instruction specification language for
tensor accelerators, TAIDL, that can be used to develop ISAs
and their semantics. (§3)
• We demonstrate the expressivity of TAIDL by instantiating
existing ISAs of both academic and industrial accelerators
with diverse memory and compute capabilities. (§4)
• We discuss key language properties that enable architects to
define new tensor accelerator ISAs in TAIDL. (§5)
• We present techniques to automatically generate fast and
scalable test oracles from TAIDL definitions. (§6)
• We evaluate the scalability of the auto-generated test ora-
cles against existing instruction-level test oracles – Gem-
mini Spike and Intel SDE. Our results show that the auto-
generated test oracles are significantly faster. (§7)
• We present case studies on practical usage of the generated
test oracles by simulating an end-to-end I-BERT model [75]
and integrating it with Exo’s testing infrastructure [57]. (§8)

TAIDL has been released at https://github.com/act-compiler/taidl.

2 Background

We first provide the necessary background on ISA & its semantics,
tensor accelerators, simulation tools, and the XLA compiler.

2.1 ISA and ISA Semantics

An Instruction Set Architecture (ISA) is a specification that defines
the interface between the hardware and software. It defines the set
of instructions that a processor can execute and the format of these
instructions. The ISA acts as a contract between the hardware and
software. ISA semantics describe the intent or behavior of these
instructions. The software stack, especially compilers, is designed
to target a specific ISA. The semantics are defined in terms of the
state of the processor, the inputs, and the outputs of the instructions.
Semantics for CPU ISAs like x86 [37] andGPU ISAs like NVPTX [41]
are documented using C-style pseudocode formats.

The ISA is a key abstraction that enables software portability
across different hardware implementations. The microarchitecture
can vary across different implementations of the same ISA. For
example, the x86 ISA is implemented by various generations of
modern Intel and AMD processors, but the microarchitectures of
these processors are different (like pipeline depth, cache hierarchy).

These processors have different performance characteristics, power
consumption, and area, but the result of executing the same program
should be the same across all implementations. In other words, an
ISA defines the computational capabilities of a hardware, while the
microarchitecture defines how these capabilities are realized.

2.2 Tensor Accelerators and ISAs

Tensor accelerators (a.k.a. NPUs, Neural Processing Units) are a
class of hardware accelerators optimized for tensor computations,
leveraging various microarchitectural innovations such as systolic-
array-based executions. Several tensor accelerators (e.g., TPUs [69–
71], Eyeriss [23], Gemmini [51], MAERI [80], FEATHER [114]) have
been proposed, with varying instruction granularities, memory hi-
erarchies, dataflow configurations, and computational capabilities.

A typical tensor accelerator ISA would need to support a wide
range of tensor operations, data layout transformations, and mem-
ory access patterns. Figure 2 (a) visualizes the ISA semantics of Intel
AMX instruction tdpbusd, showing the complex steps around a
simple matrix multiplication (step 4○) of 16×64 and 64×16 matrices.
To illustrate the expressivity and evaluate TAIDL, we select three
accelerators with already existing ISAs that have diverse memory
hierarchies and compute capabilities: Google TPUv1 [71], Intel
AMX [38], and Gemmini [51] to instantiate their ISA semantics.

Tensor Processing Unit (TPU) is an accelerator designed by Google
for ML workloads. TPUv1 is designed for inference workloads, and
its design consists of a 256×256 systolic array to perform weight-
stationary matrix multiplication, as well as dedicated hardware to
perform non-linear activations and pooling operations. We model
TPUv1 ISA as per the details presented in [71].

Intel Advanced Matrix Extensions (Intel AMX) [38] is a new built-
in accelerator that improves the performance of deep-learning train-
ing and inference on the latest Intel cores. Its architecture consists
of two main components - two-dimensional registers (tiles) and an
accelerator engine (TMUL) that operates on the tiles. The Intel AMX
ISA extension provides instructions, with semantic definition [37],
to interact with the accelerator.

Gemmini [51] is an open-source full-stack generator of reconfig-
urable dataflow systolic-array-based accelerators. The accelerator
primarily consists of a systolic array that performs matrix mul-
tiplications, which supports both output-stationary and weight-
stationary dataflows. It is one of the few open-source accelerators
with a well-documented ISA [102] and a test oracle [103].

2.3 Simulation Tools

In the absence of physical chips, simulators play a key role in
evaluating an accelerator. These simulators are broadly used for
two tasks – measuring performance and testing correctness.

(1) Measuring Performance. The simulation methodology closest
to hardware execution is simulating the RTL design using tools
like Synopsys VCS [67] and Verilator [111]. These RTL simulators
are cycle-accurate but are very slow. Event-driven simulators, like
gem5 [15], model hardware microarchitecture at a higher level
of abstraction, enabling faster simulations by sacrificing a bit of
accuracy. Alternatively, software tools like compilers [7, 31] use
significantly faster approximate performance cost models [3, 72, 92,
123] in lieu of these simulators to decide on optimizations.
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(2) Testing Correctness. Software test oracles are used to test the cor-
rectness of the generated machine code and to debug the software
stack. They perform instruction-level simulations and are signifi-
cantly faster than cycle-level simulators. These simulations mask
the microarchitectural details and focus on the correctness of the
results rather than performance modeling. For example, Gemmini
has a hand-designed test oracle Spike [103], and Intel provides the
Intel Software Development Emulator (Intel SDE) [39] as a tool for
emulating ISA extensions such as Intel AMX [38].

Importance of correctness testing in software development pipelines.

Developers writing optimized kernels and software, such as com-
pilers, have two main objectives – correctness and performance.
Most software that runs on any hardware undergoes processing
by compilers, and thus, its correctness is paramount. Without the
correctness constraint, an optimization pass can simply replace
the code with no-ops (“Engineering a Compiler” [115], Page 5).
Therefore, it is important to test for both the correctness and the
performance of software, including those that target hardware ac-
celerators such as accelerator compilers and optimized kernels.

Fast and scalable Test Oracles. For pre-silicon hardware, like in-
design accelerators and accelerators proposed in academia, software
development pipelines entirely rely on available test oracles (if any)
for correctness testing. Therefore, these test oracles are expected
to be fast (produce results within a few milliseconds) and scalable.
However, existing test oracles, like Gemmini Spike [103], are often
single-threaded and not easily scalable to large workloads.

Building test oracles that are fast and scale for large workloads
requires considerable engineering effort and needs to be repeated
for every accelerator. In §6, we automatically generate fast and
scalable test oracles directly from TAIDL definitions.

2.4 XLA compiler and XLA-HLO IR

The XLA (Accelerated Linear Algebra) compiler [31] is an open-
source optimizing tensor compiler developed by Google for compil-
ing machine learning code to CPUs, GPUs, and TPUs. We use the
XLA’s tensor operators (XLA-HLO) as part of TAIDL definitions.

XLA-HLO supports 120+ operations with proper semantic de-
scription [9, 33, 34]. Following are some XLA-HLO operators used
in TAIDL definitions of different accelerator ISAs.

Generalized tensor computations. XLA-HLO contains several multi-
dimensional tensor operations such as dot_general (generalized
matrix multiplication), reduce, reshape, transpose, broadcast.

Element-wise scalar functions. XLA-HLO contains rank-agnostic
element-wise tensor operators1, which can be used to represent
scalar functions like scalar multiplication, ReLU activation function.

Branching. XLA-HLO has conditional and select operators, which
can be used to represent branching dependent on tensor data.

Bit-precise type conversion. XLA-HLO supports a variety of type
conversion operators, including bitcast, convert, bitcast-convert,
used for defining multi-byte memory accesses (such as f32, i32).
Proprietary floating point types can be precisely represented using
the XLA-HLO operator reduce-precision2 (discussed in §5.5).
1https://openxla.org/xla/operation_semantics#element-wise_unary_functions
2https://openxla.org/xla/operation_semantics#reduceprecision

3 Tensor Accelerator ISA Definition Language

Tensor Accelerator ISA Definition Language (TAIDL) is a domain-
specific language (DSL) designed to describe the Instruction Set
Architecture (ISA) of a tensor accelerator. An ISA provides infor-
mation about the user-programmable storage units (collectively
termed as data model) like scratchpads, and the instructions that
perform computations like data movement and compute on the
storage units. TAIDL provides a high-level understanding of the
computational capabilities of the accelerator without going into its
implementation details (microarchitecture design).

A TAIDL definition has two main components – the data model
definition and the instruction semantics. Next, we discuss the syntax
and terminology of TAIDL with the help of a simple example of
TPUv1 [71] and its instruction read_weights. In §4, we provide
more case studies showing the expressive power of TAIDL.

3.1 Data Model Definition

The data model in TAIDL is designed to be flexible enough to cover
a variety of storage units present in different tensor accelerators. It
consists of two types of storage units - tensor buffers and control
registers. Figure 3 shows the core syntax of the datamodel definition
in TAIDL. Figure 4 shows the data model for TPUv1.

data_model ::= tbuffers cregs

tbuffers ::= { [ Id ] ( tshape ) ( element_type ) }
tshape ::= 𝜖 | dims

dims ::= Int | dims × Int
element_type ::= dtype | dims × dtype

cregs ::= { Id = Int ; }

Figure 3: Core Syntax of Data Model in EBNF [109]. The

terminals are colored in brown.

1 # Data Model: Tensor Buffers
2 [unified_buffer] (96K) (256 xi8);
3 [accumulator] (4K) (256 xi32);
4 [weights] () (256 x256xi8);
5 [fifo] (4) (256 x256xi8);
6 # Data Model: Control Registers
7 occupancy = 0;
8 push = 0;
9 pop = 0;

Figure 4: TAIDL definition of TPUv1 [71] data model.

Tensor Buffers. The tensor buffers represent storage units that store
the input, output, and intermediate tensor data of an accelerator.
They are defined as multi-dimensional arrays of base elements. A
base element itself can be defined as a multi-dimensional data type.

Lines 2 to 5 of Figure 4 define the storage buffers of TPUv1. The
Unified Buffer in TPUv1 has 96K rows of 256-length vectors of
i8. Since the granularity of data access to the Unified Buffer is a
row, we model it as the base element. Thus, it is represented as a
one-dimensional buffer of size (96K) with base elements of (256xi8)
(line 2). The systolic array in TPUv1 performs weight-stationary
computation with a pre-loaded weight matrix (line 4). The FIFO
buffer is used to store weights before the systolic array loads them.
It holds a maximum of four 256×256 matrices of i8 (line 5).

Multi-dimensionality of tensor buffers and base elements plays
an important role in supporting various shapes and sizes of storage
units often observed in tensor accelerators (examples in §4.1-§4.2).
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Control registers. The control registers represent values in control
units that are exposed to programmer control. These values repre-
sent the state of the accelerator and control the execution of the
instructions. Semaphore registers (set/unset at asynchronous calls),
configuration flags (if user-controlled, like dataflow reconfigurable),
and counters are some use cases of control registers.

Lines 7 to 9 of Figure 4 show the registers that control the state
of the FIFO buffer in TPUv1. occupancy stores the number of layers
occupied in the FIFO buffer. push and pop store the indices of the
layers that are being pushed and popped from the FIFO buffer.

We discuss the reasoning behind separating the definition of
control registers and tensor buffers in §4.3.

Global Memory (HBM). Most accelerators have access to global
memory that can be accessed by the instructions. We refer to this
global memory as HBM (High Bandwidth Memory) hereafter. HBM
need not be explicitly defined in TAIDL. HBM is represented as a
one-dimensional buffer with base elements of (i8).

3.2 Instruction Semantics

The instruction semantics in TAIDL specifies the behavior of each
instruction in the accelerator ISA, without going into the imple-
mentation details of the accelerator. Figure 5 shows the core syntax
of instruction semantics in TAIDL. Figure 6 shows the semantics of
a TPUv1 instruction to load weights into the FIFO buffer.

isa ::= { instruction }
instruction ::= [ Id ] ( attributes ) compute

attributes ::= Id { , Id } | 𝜖
compute ::= block compute | stmt compute | 𝜖

block ::= repeat_block | if_block
repeat_block ::= REPEAT ( lvar , aexp ) { compute }

if_block ::= IF ( bexp ) { compute } ELSE { compute }
stmt ::= tb_read | tb_write | hlo_op | assign | assert

Figure 5: Core Syntax of Instruction Semantics in EBNF [109].

The terminals are colored in brown. aexp and bexp refer to an

arithmetic expression and a boolean expression, respectively.

lvar refers to a local variable name.

1 [read_weights] (addr)
2 assert(occupancy < 4);
3 %In:65536 xi8 <- $hbm[addr:addr+65536];
4 %Out:1 x256x256xi8 = reshape(%In);
5 %Out:1 x256x256xi8 -> $fifo[push];
6 occupancy = occupancy + 1;
7 push = (push + 1) % 4;

Figure 6: TAIDL definition of a TPUv1 [71] instruction.

Calling Attributes. Each instruction in the accelerator ISA can take
inputs as operands, similar to the register numbers in a RISC-V
instruction. We refer to these inputs as calling attributes, and any
stream of instructions written in the ISA contains these attributes.
For example, the calling attribute to read_weights is the HBM
address (addr) from which the weights are to be read (line 1).

Tensor Computation. The compute of an instruction is defined as a
tensor computation on data stored in the tensor buffers and HBM.
They can refer to the calling attributes, tensor buffers, and control
registers. In addition to operational semantics, an instruction also
needs to satisfy certain constraints to avoid undefined behavior.

In TAIDL, we model these as five types of statements:
• Tensor Read: tb_read statement reads a slice from a tensor buffer
and writes to a tensor intermediate (line 3). TAIDL supports
Python-like array slicing syntax.
• TensorWrite: tb_write statement updates a slice of a tensor buffer
with values from a tensor intermediate (line 5).
• Tensor Operation: hlo_op statement performs a tensor opera-
tion on a tensor intermediate and writes to another tensor inter-
mediate (line 4). TAIDL supports tensor operations present in
XLA-HLO IR. We discuss this choice with examples in §4.4.
• Control Register Assignment: assign statement updates the value
of a control register. The assignment value is an expression over
calling attributes and control registers (lines 6 and 7).
• Assertion: assert statement specifies the constraints that must be
satisfied for an instruction to be valid. It is a Boolean expression
over calling attributes and control registers (line 2).

The compute is further augmented with IF and REPEAT blocks to
support instructions with dynamic shapes and control flow. We
discuss the role of this augmentation in §4.5.

4 Expressivity of TAIDL

We demonstrate the expressive power of TAIDL by showing how
each design choice covers various nuances observed in existing ten-
sor accelerator designs. We present interesting snippets of TAIDL
definitions with the complete definitions available in the artifact.

4.1 Supporting Multi-dimensional Base-types

We observe that tensor accelerators perform computations on multi-
dimensional data present in tensor buffers. Without support for
multi-dimensional base-types, the semantics of every instruction
have to reshape the data before performing any computation over
it. Thus, we design TAIDL to support multi-dimensional base-types,
making the instruction semantics compact and easy to understand
by avoiding complex address computations.

1 # Data Model: AMX Tile and AVX -512 Register file
2 [tiles] (8) (16 x64xi8); # 8 AMX Tile registers
3 [zmm] (32) (16 xf32); # 32 AVX -512 registers

Figure 7: TAIDL definition of Intel AMX&AVX-512 registers.

Figure 7 models Intel AMX tiles and AVX-512 registers in TAIDL.
Each tile can hold up to 16 rows with up to 64 bytes per row. Instead
of representing a tile as a buffer of 1024 bytes, TAIDL allows it to
be represented as a 2-dimensional base type of 16x64xi8 (line 2).

4.2 Supporting Multi-dimensional Addressing

Several data buffers found in tensor accelerators are partitioned into
parallelly-accessed banks and also support strided accesses. Keep-
ing this in mind, we design TAIDL to support multi-dimensional
addressing as an extension to commonly observed 1-dimensional
addresses. This simplifies address computation for data accesses.

1 # Data Model: MXU FIFO Buffers for TPUv2
2 [MXU_in_fifo] (1,256) (128 xf32);
3 # Data Model: MXU FIFO Buffers for TPUv3
4 [MXU_in_fifo] (2,256) (128 xf32);
5 # Instruction Semantics using MXU
6 %In:1 x256x128xf32 <- MXU_in_fifo[mxu_id, 0];

Figure 8: TAIDL definition of TPU MXU FIFO buffers.
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Figure 8 shows a snippet of the TAIDL definition of the MXU
buffers for TPUv2 (line 2) and TPUv3 (line 4). The TAIDL definition
takes advantage of the multi-dimensional addressing construct by
adding another dimension to the MXU FIFO buffers, representing
the MXU id (analogous to the batch dimension in batch processing).

4.3 Tensor Buffers vs. Control Registers

Tensor buffers and control registers represent two different types of
data stored on an accelerator. Control register values are indepen-
dent of the input tensor data for a computation graph. Therefore,
they can be statically analyzed at the time of simulation. However,
the computation performed by an instruction is determined by
the control registers, like configuration flags. Therefore, the data
stored in tensor buffers depends on both the control registers and
input tensor data. This characteristic means that an accelerator
contains two types of data – one that can be statically analyzed at
simulation-time and one that is dependent on the input tensor data.

Revisiting the TPUv1 data model in Figure 4, the data present in
the unified buffer, accumulator buffer, systolic array weight matrix,
and FIFO weights buffer (lines 2 to 5) varies based on the program
data. Whereas the values of occupancy, push, and pop registers
(lines 7 to 9) are constant for a particular code segment.

4.4 Modeling compute using XLA-HLO

One of the key design goals of TAIDL is to express the intent of the
instructions without delving into the microarchitectural details. We
observe that the computations done by an instruction of a tensor
accelerator are primarily multi-dimensional tensor computations
over the tensor buffers. Thus, the requirements for the compute

syntax are that it should provide a high-level description, abstract
the implementation details of the accelerator, and be flexible enough
to define any fixed-shape multi-dimensional tensor computation.
These requirements are satisfied by the rich operator set present in
XLA-HLO IR used in the XLA compiler.

Revisiting Figure 2, the TAIDL definition for an AMX instruction
uses operators bitcast-convert3 & reshape to load and store tile reg-
isters, operators reshape& transpose for layout transformation, and
operators dot-general & convert for precise matrix multiplication.

C[0:3]

C[4:7]
W[0]

C[0:3]
W[1]

...

W[15]

H[0]

C[4:7]

...

C[0:3]

...
W[0]H[1]

4

2048

W[0:3]

W[4:7]
H[0]

W[8:11]

...

H[63]

C[0]

W[0:3]

...

W[4:7]

...

H[0] C[1]

4

W[12:15]

HWC_C4 CHW_W4

C[4:7]

1 [switch_layout] (addr, C, H, W) # Shape set dynamically
2 %T1:(C*H*W/4) x4xf32 <- $buffer[addr, 0] # Initial: HWC_C4
3 %T2:HxWxCxf32 = reshape(%T1)
4 %T3:CxHxWxf32 = transpose(%T2, dim={2,0,1})
5 %T4:(C*H*W/4) x4xf32 = reshape(%T3)
6 %T4:(C*H*W/4) x4xf32 -> $buffer[addr, 0] # Final: CHW_W4

Figure 9: TAIDL definition for switching data layouts from

HWC_C4 to CHW_W4 (visualized for C = 8, H = 64, W = 16).
3https://openxla.org/xla/operation_semantics#bitcastconverttype

Figure 9 shows the TAIDL definition of an instruction that switches
data layout from channel-last (HWC_C4) to row-major (CHW_W4).
It extensively uses XLA-HLO operators to convert the data layout
into the original matrix and back to the target data layout. This in-
struction can be implemented using theMemory Layout Unit (MLU)
in MTIA chips [24, 49] or the BIRRD network in FEATHER [114].
This is a prime example where we have described the meaning of
the instruction without diving into its implementation details.

4.5 Augmenting IF and REPEAT blocks

Recall from §3 that TAIDL models programmer-exposed accelerator
state like configuration flags as control registers and instruction
side-effects as assignments to these control registers (assign).

While XLA-HLO can represent control flow over tensor data
stored in tensor buffers, it is not sufficient to represent control flow
parameterized by the calling attributes and the control registers.
We solve this by augmenting compute with IF and REPEAT blocks.
1 [config_execute_dataflow] (new_dataflow_value)
2 dataflow_flag = new_dataflow_value
3
4 [matmul_compute_preloaded] (rs1, rs2)
5 IF (dataflow_flag == 0) {
6 ... # tensor computation for output -stationary
7 } ELSE {
8 ... # tensor computation for weight -stationary
9 }

Figure 10: TAIDL definition of Gemmini [51] instructions

that model switching of dataflow via a control register.

IF block. An IF block represents conditional branching, allowing for
different tensor operations to be executed based on the accelerator
state. The argument to an IF block is a boolean expression over
calling attributes and control registers (Figure 5). This is useful
for several instructions in Gemmini ISA [102] where the instruc-
tion definition is overloaded for multiple dataflow configurations.
Figure 10 shows a snippet of the TAIDL definition of a Gemmini in-
struction that performs a different operation based on the dataflow
configuration, which is modeled as a control register dataflow_flag.
1 [tdpbusd] (dst, src0, src1)
2 REPEAT (m, 16) {
3 REPEAT (k, 16) {
4 REPEAT (n, 16) {
5 ... # perform vector dot -product on 4 bytes 1○
6 }
7 }
8 }

Figure 11: Alternate TAIDL definition of AMX instruction

tdpbusd (Figure 2) using nested REPEAT blocks. The inner

loop body 1○ is a vector-vector dot-product on 4 bytes of input

tiles. We skip the inner loop body definition for brevity.

REPEAT block. A REPEAT block is used to repeat a tensor operation.
Syntactically, the argument to the REPEAT block is an arithmetic
expression over calling attributes and control registers (Figure 5).
Figure 11 shows an example of a TAIDL definition with nested RE-
PEAT blocks. Given XLA-HLO’s rich operator set, most instances of
REPEAT blocks have equivalent semantics without REPEAT blocks.
For example, TAIDL definition of AMX instruction tdpbusd in Fig-
ure 11 is semantically equivalent to the compact definition without
REPEAT blocks in Figure 2 (b). We have not observed a case where
an instruction semantics necessitates the usage of REPEAT blocks.
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5 Modeling semantics of new ISAs using TAIDL

We discuss key language properties that enable and assist architects
to define the semantics of new tensor accelerator ISAs in TAIDL.

5.1 Theoretically complete

Theoretically, the XLA-HLO operator set is Turing-complete. XLA-
HLO supports an unbounded number of dimensions and an un-
bounded dimension sizes. It also includes select4 and while5 opera-
tors, allowing for conditional branching and unbounded loops. This
makes XLA-HLO a superset of FLooP [55], a theoretical program-
ming language that is proven to be a Turing-complete language.
Therefore, TAIDL can express all computable functions.

5.2 Semantically precise

Precise operational semantics. XLA-HLO and its MLIR dialect Sta-
bleHLO support 30+ integer and floating-point datatypes, including
variations of 4-bit and 8-bit formats with detailed operational se-
mantics [33, 34] following standards defined in [1, 94, 98, 112].
These rich documentations detail bit-precise behavior for these ten-
sor operators, including standards for overflow, underflow, round-
ing. For example, element-wise tensor operator ceil follows the
IEEE-754 standard [1] and rounds to the integral towards positive.
TAIDL inherits these bit-precise semantics, enabling architects to
exactly define the intent of an instruction, up to bit-level precision.

Mixed precision using type casting. XLA-HLO includes bit-precise
type conversion operators like convert6 (analogous to static_cast
in C++), allowing precise modeling of mixed precision compute
using higher precision types. For example, Intel AMX instruction
tdpbusd performs computation on unsigned and signed int8 values
and accumulates them in signed int32 values. Due to overflow,
accumulating them in int8 and int32will have different results, with
the latter being the intended computation. The TAIDL definition in
Figure 2 (b) precisely captures this using convert operators, which
promote int8 and uint8 to int32 before matrix multiplication.

Custom mixed precision. Reduction operators in XLA-HLO like
dot_general also support user-defined accumulation algorithms,
allowing precise modeling of overflow/underflow behavior.

5.3 Integrated with ML ecosystem

OpenXLA [32], supported by several industry partners including
Google and NVIDIA, is widely adopted by popular ML frameworks
like JAX, TensorFlow, PyTorch. TAIDL supports tensor operators in
OpenXLA’s XLA-HLO (and its MLIR dialect StableHLO) to leverage
this broad community support and rich documentation [33, 34]
with examples, which assists in writing new TAIDL definitions.

TAIDL inherits several benefits from XLA-HLO, which is at
the core of the fast-evolving ML ecosystem. XLA-HLO quickly
adopts novel precision controls and datatypes proposed in literature.
For example, num_primitive_operations attribute was added to
XLA-HLO operator dot_general7 to precisely model novel higher
precision accumulation algorithms like bf16_6x proposed in [53].
4https://openxla.org/xla/operation_semantics#select
5https://openxla.org/xla/operation_semantics#while
6https://openxla.org/xla/operation_semantics#convertelementtype
7https://openxla.org/stablehlo/spec#dot_general

5.4 Backward compatible: scalar & bit-vector

Existing instruction specification languages like Sail [52] and ven-
dor pseudocode formats like Intel Intrinsics Guide [37] represent
instruction semantics as C-style scalar code with FOR & IF state-
ments. Prior formal models [22, 46] use fixed-length bit-vectors to
precisely model instruction semantics. TAIDL is backward com-
patible with both scalar and bit-vector representations, allowing
architects to incorporate their preferred semantic model.

Scalar. Recall from §2.4 that element-wise XLA-HLO operators are
rank-agnostic and also support scalars since scalars are essentially 0-
D tensors. Hence, TAIDL can represent vendor pseudocode formats
using these rank-agnostic element-wise tensor operators (see §2.4)
with select & while operators in XLA-HLO for tensor buffers and
IF & REPEAT blocks in TAIDL for control registers.

Bit-vector. TAIDL can represent tensors as bit-vectors (i.e., 1-D
tensors of i1), using bitcast_convert operator as shown in Figure 12.
XLA-HLO supports all primitive bit-vector operations present in
bit-vector libraries like std::bitset, Grisette.*.BitVector [90].

1 # %In:16 xf32 is a zmm register
2 %T0:16 x32xi1 = bitcast_convert(%In)
3 %In.bv:512xi1 = reshape(%T0)
4 # %In.bv is the bit -vector representation of %In
5 ... # Bit -vector semantics over %In.bv

Figure 12: Usage of bitcast_convert to represent bit-vectors.

5.5 Forward compatible: custom datatypes

We note that future designs may use different precision levels and
non-standard formats for storage and/or intermediaries. TAIDL
provides three mechanisms for handling custom datatypes.

(1) Manual precision and rounding control. XLA-HLO operators like
reduce_precision8, round_nearest_afz, clamp can be used before
and after other operators to control numeric precision and rounding
modes of tensor computations. Figure 13 shows an example of
precisely representing floating-point conversion with an arbitrary
number of exponent (𝐸 ≥ 1) and mantissa (𝑀 ≥ 0) bits, where an
FP16 value of 0.395264 is converted to a less precise FP8 (E4M3)
value of 0.40625. The FP8 (E4M3) is stored on FP16 registers with
zero padding for precise functional simulation on CPU and GPU.

1 # %T0: FP16 [exponent ='01101', mantissa = '1001010011 ']
2 # %T1: FP8 E4M3 [exponent ='0101', mantissa ='101']
3 %T1:f16 = reduce_precision(%T0, E=4, M=3)
4 # Stored as [exponent ='00101', mantissa = '0000000101 ']

Figure 13: Usage of reduce_precision to control numeric pre-

cision of floating-point data (LHS bits = 𝐸 +𝑀 + 1 (for sign)).

(2) Custom quantized formats. Architects can define their custom
quantized formats using StableHLO type definition !quant.uniform
with quantization parameters like storage type, zero-point, scale.

(3) Custom bit-precise implementation. Since XLA-HLO is Turing-
complete (§5.1) and also supports bit-vector semantics (§5.4), archi-
tects can define custom XLA-HLO functions and access them via
XLA-HLO operator call. Alternatively, architects can define external
C functions that perform bit-precise computation and access them
via XLA-HLO operator custom_call within a TAIDL definition.
8https://openxla.org/xla/operation_semantics#reduceprecision
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Figure 14: An ISA-specific test oracle library TAIDL-TO is generated from architect-provided ISA defined in TAIDL. A kernel

programmer uses this library to write low-level kernels, which are then compiled and simulated using the generated test oracle.

6 ISA-specific Test Oracles (TAIDL-TOs)

Figure 14 shows the architect’s and programmer’s views of TAIDL
and the generated test oracle TAIDL-TO. A computer architect only
needs to define the ISA using TAIDL. This will automatically gener-
ate an ISA-specific test oracle TAIDL-TO which can be provided to
kernel programmers. A kernel programmer can test the correctness
of their low-level kernels using this generated test oracle.

6.1 Architect’s View: Generating Oracle library

TAIDL is designed as a Python library to define ISA semantics and
to generate test oracles. We select Python as the host language since
it is popular in the ML community and has a rich set of libraries
like NumPy. A computer architect defines ISA semantics using
the provided TAIDL library and triggers the generation of an ISA-
specific Test Oracle library for the software. The generated library
can be used by kernel programmers to test their assembly code.

6.2 Programmer’s View: Kernel Function

1 @amx.kernel(
2 size=3072, # Valid HBM addresses are [0 ,3072)
3 arg=[ # HBM addresses of input tensor(s) and shape
4 {"start": 0, "shape": (16, 64, np.int8)},
5 {"start": 1024, "shape": (16, 64, np.int8)},
6 ],
7 res=[ # HBM addresses of output tensor(s) and shape
8 {"start": 2048, "shape": (16, 16, np.int32)},
9 ]
10 )
11 def matmul_amx():
12 amx.api.tilezero(dst=0)
13 amx.api.tileloadd(dst=4, base=0, stride=64)
14 amx.api.tileloadd(dst=6, base=1024, stride=64)
15 amx.api.tdpbusd(dst=0, src0=4, src1=6)
16 amx.debug(prefix="tmm0: ", data=amx.tiles [0])
17 amx.api.tilestored(src=0, base=2048, stride=64)

Figure 15: Matrix multiplication kernel using the test oracle

library generated from TAIDL definition of Intel AMX.

An ISA-specific assembly code is written as a kernel function

using the generated ISA-specific Test Oracle library. A kernel func-
tion is a Python function with the decorator @kernel. Figure 15
shows a simple kernel function matmul_amx using the test oracle
library auto-generated for Intel AMX. The function stack of the
kernel is 3kB (line 3) with two input INT8 tensors of shape 16×64
(lines 5 and 6) and one output INT32 tensor of shape 16×16 (line 9).

The choice of writing kernel functions in Python enables easy
integration with ML frameworks like TensorFlow and PyTorch. Ker-
nel programming languages like JAX Pallas [27], AWSNKI [65], and
Triton [113] also provide a Python interface to write low-level ker-
nels. These kernel programming languages are hardware-specific
(Google TPUs, AWS Trainium, GPUs, respectively), whereas TAIDL-
TOs are auto-generated for every accelerator ISA written in TAIDL.

6.3 Novel Transformation Algorithm

1 def transform(instrs):
2 state = init_cregs () A○
3 hlo_txt = prologue () B○
4 for instr in instrs:
5 attr = instr.attr # calling attributes
6 compute = instr.compute # Tensor compute
7 compute = compute.resolve(attr , state) C○
8 stmts = expand_blocks(compute) D○
9 for stmt in stmts:
10 if stmt.op == TENSOR_BUFFER_READ: E○ (𝑡𝑏_𝑟𝑒𝑎𝑑)
11 hlo_txt += gen_slice(stmt)
12 elif stmt.op == TENSOR_BUFFER_WRITE: F○ (𝑡𝑏_𝑤𝑟𝑖𝑡𝑒)
13 hlo_txt += gen_dy_up_slice(stmt)
14 elif stmt.op == XLA_HLO_TENSOR_OP: G○ (ℎ𝑙𝑜_𝑜𝑝)
15 hlo_txt += stmt
16 elif stmt.op == ASSIGN_STMT: H○ (𝑎𝑠𝑠𝑖𝑔𝑛)
17 state = state.update(stmt)
18 elif stmt.op == ASSERT_STMT: I○ (𝑎𝑠𝑠𝑒𝑟𝑡)
19 assert(stmt)
20 hlo_txt += epilogue ()
21 return hlo_txt
22
23 def expand_blocks(compute):
24 stmts = []
25 for block in compute:
26 if block.op == REPEAT_BLOCK: J○
27 for i in range(block.iter):
28 stmts += expand_blocks(block.body(i))
29 elif block.op == IF_BLOCK: K○
30 sel = select(block , block.condition)
31 stmts += expand_blocks(sel)
32 else:
33 stmts += block
34 return stmts

Figure 16: Transforming an ISA-specific kernel function into

a tensor computation graph in XLA-HLO IR.

Figure 16 shows the pseudocode for transforming a kernel func-
tion into an XLA-HLO IR representing a semantically equivalent
tensor computation. The algorithm (transform) transforms a stream
of instructions (instrs) into a tensor computation graph (hlo_txt).
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It first initializes the control registers (state) ( A○) and generates
the prologue of the tensor computation graph ( B○). The prologue
consists of the initialization of the tensor buffers and the HBM. It
then processes the stream of instructions in sequential order.

Since the expressions in compute are only the functions of calling
attributes and control registers, they can be resolved by constant
propagation ( C○). This is followed by recursively expanding the
blocks in the compute into a list of statements ( D○). The REPEAT
blocks are unrolled ( J○) while the IF blocks select the appropriate
branch ( K○). It then translates the list of statements (stmts) into
XLA-HLO syntax. The tensor buffer reads and writes are converted
into XLA-HLO slice9 and dynamic_update_slice10 operators ( E○
and F○). The XLA-HLO tensor operations are appended to the
tensor computation graph as is ( G○). The assignment statements
update the control registers (state) (H○). The assertion statements
are evaluated ( I○). It finally returns the tensor computation as a
XLA-HLO graph, which then can be compiled by the XLA compiler.

In summary, 𝑎𝑠𝑠𝑖𝑔𝑛 and 𝑎𝑠𝑠𝑒𝑟𝑡 statements on control registers
and calling attributes are statically analyzed via constant folding,
while 𝑡𝑏_𝑟𝑒𝑎𝑑 and 𝑡𝑏_𝑤𝑟𝑖𝑡𝑒 on tensor buffers are replaced by slice
and dynamic_update_slice operators with no changes to ℎ𝑙𝑜_𝑜𝑝 .

1 # TAIDL: %In:65536 xi8 <- $hbm[addr:addr+65536];
2 # Case 𝑡𝑏_𝑟𝑒𝑎𝑑: transformed to slice ( E○)
3 %In = i8 [65536] slice(hbm .0), slice_dim ={[0:65536:1]}
4 # TAIDL: %Out:1 x256x256xi8 = reshape(%In);
5 # Case ℎ𝑙𝑜_𝑜𝑝: stays as is ( G○)
6 %Out = i8[1 ,256 ,256] reshape(%In)
7 # TAIDL: %Out:1 x256x256xi8 -> $fifo[push];
8 # Case 𝑡𝑏_𝑤𝑟𝑖𝑡𝑒: transformed to dynamic_update_slice ( F○)
9 update_loc = i32[] constant (2) # Current value of push
10 fifo.1 = i8[4 ,256 ,256] dynamic_update_slice(fifo.0,

%Out, update_loc, 0, 0)

Figure 17: Snippet of XLA-HLO IR emitted by the trans-

formation algorithm (Figure 16) for TPUv1 instruction call

read_weights(addr=0) when control register set push is 2.

Figure 17 shows a snippet of the XLA-HLO graph emitted by
TAIDL-TO for TPUv1 instruction read_weights. Instruction seman-
tics in Figure 6 are transformed into XLA-HLO operators one-by-
one. Control registers (push) and attributes (addr) are statically
analyzed and known when emitting XLA-HLO IR for an instruction.

6.4 Programmer’s View: Compiling the Oracle

matmul_amx.compile() is called to compile the kernel function
matmul_amx into an executable. First, the kernel function is trans-
formed into a XLA-HLO graph using the transformation algorithm
discussed in §6.3. The XLA-HLO graph is then compiled into an
executable using the XLA compiler present in jaxlib library. XLA
generates a serialized executable in protobuf format (.pb). XLA sup-
ports GPU as a backend platform, allowing for GPU-accelerated
simulations using the generated test oracle library.

6.5 Programmer’s View: Running the Oracle

A compiled kernel function can be directly invoked as a callable
Python function, allowing for easy integration within an ML model.
For example, C = matmul_amx.run(A, B) loads the compiled exe-
cutable with the input tensors A and B and stores the result in C.
9https://openxla.org/xla/operation_semantics#slice
10https://openxla.org/xla/operation_semantics#dynamicupdateslice

The input tensors are NumPy arrays that are passed as arguments
to the kernel function invocation. The simulation is executed on
CPU or GPU, based on the backend platform used for compilation.

1 def forward(A: np.ndarray , B: np.ndarray):
2 C = matmul_amx.run(A,B) # Simulate AMX on TAIDL -TO
3 D = np.maximum(0,C) # Execute host code natively
4 X = nn_gemmini.run(A,B) # Simulate Gemmini on TAIDL -TO
5 assert ((D == X).all()) # Execute host code natively

Figure 18: Python function simulating multiple kernel func-

tions (treated as a callable function) integrated with host

code, which is executed using the native Python interpreter.

TAIDL-TO supports simulation of multiple kernel functions in-
tegrated with host code as shown in Figure 18. Similar to Intel SDE,
TAIDL-TO only simulates accelerator instructions and executes the
host code natively using the default Python interpreter.

TAIDL-TO also provides debugging capabilities. A programmer
can add debug locations within a kernel function (Figure 15 line 17)
to log the values stored in scratchpads and control registers. This
is similar to nki.language.device_print [66] provided by AWS NKI.

6.6 Discussion

Scalability. TAIDL’s design choice of using XLA-HLO for instruc-
tion semantics plays a key role in making TAIDL-TO scalable for
large kernels. This allows us to automatically generate TAIDL-TO
that uses XLA-HLO IR, a domain-specific IR for tensor computa-
tions, and compiles using tensor compilers like XLA. Additionally,
XLA automatically generates highly parallelized executables that
take advantage of multi-threading as well as GPU acceleration.
We evaluate the scalability of TAIDL-TOs generated from TAIDL
against existing instruction-level test oracles in §7.

Retargetability. The novel transformation algorithm in Figure 16 is
parameterized by TAIDL constructs like the instruction semantics
(instr.compute) and data model (prologue), making it retargetable
to any accelerator ISA written in TAIDL. This minimizes the effort
needed to develop scalable test oracles for new tensor accelerators.

Software Readiness. TAIDL-TO enables early development of ac-
celerator software libraries and compiler backends by providing a
functional kernel library that mimics the target ISA. During the pre-
silicon phase, these software components are written and tested
using TAIDL-TO. The resulting software is forward-compatible
and can be reused on post-silicon chips. For instance, x86 assem-
bly code can be generated from Figure 15 by removing “amx.api.”.
Thus, TAIDL-TO promotes software readiness by bridging the gap
between architecture prototyping and production deployment.

7 Scalability of Auto-generated TAIDL-TOs

We evaluated the scalability of the auto-generated TAIDL-TOs by
comparing the simulation time of the generated TAIDL-TOs against
the existing instruction-level test oracles – Gemmini Spike and Intel
SDE. Gemmini Spike [103] is a RISC-V ISA simulator that models
the Gemmini ISA [102]. Intel SDE [39] is a binary translation-based
simulator that models the x86 ISA [37]. We selected these two sim-
ulators based on the availability of well-documented ISA semantics,
open-source correctness testing infrastructure, and the granularity
of simulation (instruction-level) and precision (bit-precise).
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Figure 19: The simulation time (lower is better) for the tiled matrix multiplication kernel on TAIDL-TO and Gemmini Spike.

The X-axis represents the kernel size, i.e., the total size of input and output tensors. Both axes are log-scaled. TAIDL-TO (GPU)

is slower than TAIDL-TO (CPU) for DIM = 16 due to limited parallelization opportunities, but scales better as kernel size grows.

7.1 Experimental Setup

TAIDL-TO Generation. We defined TAIDL for Gemmini ISA and
Intel AMX/AVX-512 instructions based on the respective ISA man-
uals [37, 102] and auto-generated TAIDL-TOs as discussed in §6.

Machine Setup. We used a GPU server machine with a 64-core Intel
Xeon Platinum 8358 CPU and NVIDIA A100 GPU for all evalu-
ations. In §7.2, we evaluated the performance of TAIDL-TO and
Gemmini Spike on the tiled matrix multiplication benchmark. In
§7.3, we evaluated the performance of TAIDL-TO and Intel SDE on
benchmarks from the Intel oneAPI Deep Neural Network Library
(oneDNN) [50]. We compiled two versions of TAIDL-TO, one each
with XLA GPU backend (labeled as “TAIDL-TO (GPU)”) and XLA
CPU backend (labeled as “TAIDL-TO (CPU)”). We observed that
simulations using Intel SDE and Gemmini Spike do not utilize GPU.

Metrics. We measured the average simulation time (in millisec-
onds) across multiple runs. Simulation time of only accelerator
instructions is measured. We evaluated scalability by varying the
benchmark kernel size, i.e., the total size of input and output tensors.

Simulation correctness. In addition to the scalability analysis of
TAIDL-TOs, we also tested whether the output generated is func-
tionally correct. For Gemmini benchmarks, we tested the TAIDL-TO
outputs against Gemmini’s RTL simulation (or Gemmini Spike if
RTL simulation takes more than an hour). For Intel oneDNN bench-
marks, we tested the output of TAIDL-TOs against native execution
on a Sapphire Rapids machine (Intel Xeon Gold 5415+ CPU). The
outputs matched exactly to that of baselines, i.e., are bit-accurate.

7.2 Gemmini Spike

Gemmini Spike [103] is a RISC-V ISA simulator [104] extension
that models the Gemmini ISA [102], parameterized by the systolic
array size DIM. We configured DIM as 16 (default), 64, 256, 1024.
This only requires a single-line TAIDL change. Effectively, we eval-
uated four TAIDL-TOs against corresponding four Spike instances.

Benchmark Selection. The default Gemmini kernel library primarily
supports tiled matrix multiplications and convolutions. Therefore,
we chose the benchmark kernel as tiled matrix multiplication of the
form𝐶 = 𝐴×𝐵 +𝐷 , where𝐴,𝐶, 𝐷 are of shape (𝐼 ·DIM) ×DIM, for
some 𝐼 , and𝐵 is of shapeDIM×DIM. We varied 𝐼 in powers of 2 from
𝐼𝑚𝑖𝑛 = 1 until the scratchpad ran out of space, i.e., 𝐼𝑚𝑎𝑥 ·DIM = 4096.

We observed similar simulation times for weight-stationary and
output-stationary dataflow, with the latter used for reporting results.
In §8.1, we discuss more complex kernels compiled using Exo [57].

Results & Observations. Figure 19 compares the performance of
TAIDL-TO and Gemmini Spike simulator as kernel size increases for
different configurations of DIM. We observed that the simulations
using TAIDL-TO are orders of magnitude faster than Gemmini
Spike for all configurations. The performance speedup increases as
the kernel size increases, indicating the scalability of TAIDL-TO.
For DIM = 1024, Gemmini Spike took over a minute for a simple
matrix multiplication of size 1024×1024, whereas TAIDL-TO took
only 9ms and 4ms on CPU and GPU (4 orders of magnitude faster).
We discuss the reasons for these large speedups in §7.4.

7.3 Intel SDE

Intel SDE is an emulator for Intel ISA extensions built on the Pin [10]
dynamic binary instrumentation framework. Pin examines each
static instruction in a program and asks Intel SDE if the instruction
should be emulated or run natively. If an instruction is to be emu-
lated, the Pin replaces it with a branch to an appropriate emulation
function. We set Intel SDE to emulate only Intel AMX and AVX-512
instructions using sde64 -spr -force_emulate skx. Rest of the x86
instructions, including AVX2 and non-SIMD, are executed natively.

Benchmark Selection. The Intel oneAPI Deep Neural Network Li-
brary (oneDNN) [50] is a deep learning library optimized for In-
tel processors, generating specialized implementations of certain
kernels. In compiled oneDNN programs, we observed five recur-
ring patterns of AMX and/or AVX-512 instructions – each pattern
consists of repeated blocks differing only in memory addresses ac-
cessed. We used these five patterns as the benchmark kernels – two
AMX-only, two AVX-512-only, and one mixed (AMX & AVX-512).

Benchmark

#BLOCKS = 4 #BLOCKS = 256
#AMX #AVX-512 #AMX #AVX-512

cnn_inf_amx 40 0 2056 0
rnn_inf_amx 24 0 1284 0
sgemm_avx 0 238 0 9058

mem_format_avx 0 232 0 11320
cnn_inf_mix 40 116 2056 7172

Table 2: Statistics of the selected oneDNN kernel benchmarks
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Figure 20: The simulation time (lower is better) for the five selected oneDNN kernel benchmarks on Intel SDE and TAIDL-TO.

The X-axis represents the kernel size, i.e., the total size of input and output tensors. Both axes are log-scaled. Similar to Figure 19,

TAIDL-TO (GPU) is slower than TAIDL-TO (CPU) due to limited parallelization opportunities and kernel launch overhead.

Table 2 provides the statistics of the instruction sequences in each
benchmark. Each benchmark repeats its instruction sequence across
multiple blocks, with the number of blocks (#BLOCKS) varying
from 4 to 256 in powers of 2. The memory footprint scales linearly
with #BLOCKS, as each block accesses a distinct memory region.

Results & Observations. Figure 20 compares the performance of
TAIDL-TO and Intel SDE for selected benchmarks.We observed that
the simulations using TAIDL-TO are significantly faster than Intel
SDE for all benchmarks on CPU and three out of five benchmarks
on GPU (except sgemm_avx and mem_format_avx).

7.4 Discussion: Performance Gains

We observed that the simulations using TAIDL-TO are orders of
magnitude faster than the existing test oracles – Gemmini Spike
and Intel SDE. The performance gains can be attributed to two
main reasons – tensor optimizations and automatic parallelization
of TAIDL-TO with the help of the XLA compiler.

Tensor optimizations. TAIDL defines the ISA semantics using XLA-
HLO operators, which allows us to generate TAIDL-TO in a high-
level XLA-HLO IR that can be optimized by domain-specific tensor
compilers like XLA [31]. The generated TAIDL-TO leverages the op-
timizations present in the tensor compiler, such as operator fusion,
algebraic simplification [35], and memory tiling & layout optimiza-
tions. Hand-crafted test oracles, like Gemmini Spike, are written
in C++ with nested loops and conditionals. General-purpose com-
pilers used to compile these simulators, like GCC or Clang, only
offer limited optimizations across loops. Therefore, the generated
TAIDL-TOs are more optimized than the existing counterparts.

Automatic parallelization. Hand-crafted test oracles are typically
single-threaded and do not leverage the parallelism offered by mod-
ern multi-core CPUs or GPUs to speed up the simulations. While
multi-threading can be added to these simulators using libraries
like OpenMP [45], it requires manual effort to identify parallelizable

regions and add synchronization primitives. On the other hand,
TAIDL-TO, due to its high-level IR representation, can be easily
parallelized using tensor compilers like XLA that can automatically
generatemulti-threaded code andGPU kernels. These optimizations
include loop parallelization, vectorization, and memory coalescing.

Breakdown analysis of simulation.We performed a breakdown anal-
ysis of the generated simulations for oneDNN kernels (Table 2).
We observed that matrix multiply only constituted a small portion
(∼7%) of the simulation code. The simulation was dominated by
memory read/write (33-60%) and layout transformations (16-60%).
As a result, XLA optimizations are highly effective in making gen-
erated TAIDL-TOs orders of magnitude faster and more scalable.

Note that the performance gains are not specific to the simulators
we evaluated but are a general trend observed across different ISAs
and benchmarks. The key factor is the design of TAIDL, which
enables ISA semantics to be defined in a high-level tensor IR like
XLA-HLO, combinedwith the novel technique for generating tensor
computation graphs to enable fast and scalable simulations.

7.5 Discussion: TAIDL-TO (CPU) vs (GPU)

In Figure 19, we observed a crossover in simulation times between
TAIDL-TO (CPU) and TAIDL-TO (GPU) as DIM increases from 16
to 256. This is due to small tensor shapes (16 × 16) in instruction
semantics at DIM=16, which are not ideal for extracting maximum
performance from the GPU due to limited parallelization oppor-
tunities. This results in the GPU overheads of launching kernels
and transferring data between DRAM and GPU memory being non-
negligible. Likewise, instruction semantics of Intel AMX use small
tensor shapes (16 × 64), resulting in TAIDL-TO (CPU) to perform
better than TAIDL-TO (GPU) for oneDNN kernels (Figure 20).

In general, TAIDL-TO (CPU) is more suited for TAIDL definitions
with smaller tensor shapes (usually co-processor accelerators like
Intel AMX), while TAIDL-TO (GPU) is better for larger tensor
shapes (usually dedicated accelerators like Google TPU).
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8 TAIDL-TO in Practice

We present two case studies showing practical usage of TAIDL-TO.

8.1 Case Study: Integrating TAIDL-TO into

Existing Compiler Testing Infrastructure

As discussed in Figure 1, typical testing infrastructures for compilers
rely on correctness tests that use physical chips or test oracles. This
is also evident in the Exo compiler [57] that targets the development
of high-performance libraries for specialized hardware accelerators
like Intel AMX and Gemmini. Exo uses Intel SDE for testing the
correctness of its Intel AMX kernels, but lacks a similar level of
correctness testing infrastructure for Gemmini kernels.
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Figure 21: The simulation time (lower is better) for six Gem-

mini kernels compiled by Exo [57]. X-axis labels are the size

of matrices in 𝑁 ×𝑀 ×𝐾 , where 𝐾 is the reducing dimension.

We bridged this gap by integrating TAIDL-TO auto-generated
for Gemmini ISA (default DIM = 16) into the testing infrastructure
of Exo. This increased the coverage of Exo correctness tests to
include compiled Gemmini kernels. Unlike the Gemmini kernel
library (used in §7.2), Exo-compiled kernels are more complex, with
multiple nested and interleaved loops. Additionally, these kernels
are up to 20x larger than those of §7.2. Figure 21 shows the average
simulation time for these compiled kernels. The simulation times
per kernel were still small (less than 0.25 sec), showing the feasibility
of integrating TAIDL-TOs into compiler testing infrastructures.

Detected Bug.While we observed no correctness bugs in Exo’s de-
fault tests, we detected a numerical precision (overflow) bug result-
ing from missing datatype checks in Exo’s replace() scheduling
directive. We have reported this bug to Exo developers11.

8.2 Case Study: Simulating End-to-End Model

In §7, we evaluated the scalability of TAIDL-TO against existing
instruction-level functional simulators over small-to-medium ker-
nels. Next, we simulate an end-to-end I-BERT [75] transformer
model on TAIDL-TOs generated for Gemmini ISA (DIM = 256). We
select I-BERT since Gemmini, by default, supports only integer op-
erations with additional support for I-BERT’s quantized activations.

We measured the functional simulation time of I-BERT (12 en-
coder layers, 768 embedding size) with sequence length of 512 using
the same machine setup as §7. TAIDL-TO completed the simulation
in just 2.4 sec (GPU disabled) and 0.8 sec (GPU enabled), in con-
trast to over 50 mins required by Gemmini Spike. This shows that
TAIDL-TO enables fast and practical end-to-end model simulation.
11https://github.com/exo-lang/exo/issues/803

9 Related Works

Instruction Specification Languages. Sail [8, 52] provides a language
to describe the instruction semantics of IBM Power, ARMv8, RISC-V,
and MIPS. Compared to TAIDL, which targets tensor accelerators,
Sail supports only scalar instructions. Hydride [77] and VeGen [22]
support vector instruction semantics derived from vendor-provided
pseudocode using bitvector representations. Instruction-Level Ab-
straction (ILA) [56] defines a formal model of hardware execution of
instructions and is designed for verification of hardware behavior.

DSL Specification Languages. ODS [30] and TableGen [29] are used
in MLIR to define the syntactic components like operand types and
constraints of new operations, but not their meaning. For example,
the AIEVecOps.td [58] doesn’t model semantics but only the syntax
of AIE vector instructions along with natural language descriptions.

Performance Models. Prior works on performance modeling, like
Timeloop [99] and MAESTRO [79] model memory hierarchies and
dataflow mappings, but not ISA semantics. These are suited for ar-
chitectural exploration, whereas TAIDL models functional behavior
of instructions, enabling correctness testing of the software stack.

Hardware Simulators. Hardware architects measure performance
metrics using simulator platforms, including discrete-event simula-
tors like gem5 [15] and Structural Simulation Toolkit (SST) [105],
event-driven cycle-level timing simulators like ZSim [108], and RTL
simulators like Synopsys VCS [67] and Verilator [111]. These tools
simulate details of microarchitectural elements, while our work
focuses on instruction-level functional simulation of ISA.

Accelerator Design Languages. Existing accelerator design languages
(ADLs) [19, 76, 78, 81, 96, 97, 117, 120, 121] are used to design mi-
croarchitectures and generate the HLS or RTL code for the accel-
erators. These languages do not define the ISA but design opti-
mized computational units for a particular application/kernel. Un-
like ADLs, TAIDL’s primary use case is to aid hardware architects
in defining an ISA and its semantics for their tensor accelerators.

Accelerator Programming Languages. TensorFlow [2] and JAX [17]
allow users to write high-level programs and target TPUs using the
XLA-TPU compiler, but do not expose interfaces for adding new
instruction definitions. Exo [57] supports the definition of custom
hardware instructions, but lacks memory addressing in these def-
initions and requires special allocation/deallocation instructions,
making it inadequate for defining tensor accelerator ISAs.

10 Conclusion

We present TAIDL, an ISA specification language for tensor accel-
erators that captures the diverse memory hierarchies and compute
capabilities of modern accelerator designs. TAIDL allows acceler-
ator designers to express the intent of the instructions without
delving into hardware implementation details, providing a stan-

dardized, concise, human-readable specification of ISA semantics.
This standardization enables us to automatically generate fast and
scalable test oracle platforms for software development.

TAIDL enables the systems and compilers community to develop
and test software more efficiently, fostering adoption of emerging
tensor accelerators in ML ecosystems and broader collaboration
between hardware and software research communities.
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We have open-sourced the TAIDL library to the community to
facilitate the development of tensor accelerator ISAs. The repository
(https://github.com/act-compiler/taidl) includes detailed language
documentation, example ISA definitions, and tooling to generate
test oracle platforms; we welcome contributions and feedback.
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A Artifact Appendix

A.1 Abstract

This artifact consists of TAIDL source code and the necessary
scripts to reproduce the evaluation results. To facilitate artifact
evaluation, we have automated the entire environment setup and
experimental processes as part of Docker images. Our evaluation
results were collected using a machine equipped with a 64-core
Intel Xeon Platinum 8358 CPU and an NVIDIA A100 GPU. We
recommend using a machine with an Intel CPU and an NVIDIA
GPU to benchmark TAIDL-TO and its baselines. Reproducing all
simulation statistics takes approximately 30-45 minutes.

A.2 Artifact check-list (meta-information)

• Data set: All relevant datasets are available within this artifact.
• Run-time environment: Docker, NVIDIA Container Toolkit
• Hardware: Intel CPU, NVIDIA GPU
• Metrics: Runtime of simulation, Functional correctness
• Output: Console log (.log), csv files (.csv), and plots (.pdf)
• How much disk space is required?: 20 GB
• How much time is needed to prepare workflow?: 5 mins
• How much time is needed to complete experiments?: 30-45 mins
• Publicly available?: Yes
• Code licenses (if publicly available)?: Apache License 2.0
• Archived (provide DOI)?: 10.5281/zenodo.16734309

A.3 Description

A.3.1 How to access.
Zenodo: https://doi.org/10.5281/zenodo.16734309
GitHub: https://github.com/act-compiler/taidl-artifact-micro25
A.3.2 Hardware dependencies.
Minimum (only TAIDL-TO (CPU)):
Any CPU (8GB+ RAM), No GPU required
Preferred (only TAIDL-TO (CPU) and TAIDL-TO (GPU)):
Any CPU (8GB+ RAM), NVIDIA GPU (4GB+ VRAM)
Recommended (TAIDL-TO (CPU), TAIDL-TO (GPU), Baselines):
Intel CPU (6th gen+, 8GB+RAM), NVIDIAGPU (4GB+VRAM)

Our artifact is built as Docker images that contain benchmarking
environments for TAIDL-TO and the baselines. TAIDL-TOs can be
benchmarked on personal laptops with TAIDL-TO (GPU) requiring
an NVIDIA GPU. The baselines (Gemmini Spike and Intel SDE)
only support amd64/x86_64 CPU processor architecture. Therefore,
Intel CPU + NVIDIA GPU is recommended for full evaluation.

A.3.3 Software dependencies.
(i) Docker Engine and (ii) NVIDIA Container Toolkit

A.4 Installation

(1) Download the artifact from Zenodo or by clicking here.
(2) Extract the files and follow the instructions in the README.md.

A.5 Experiment workflow

The experimental workflow has been encapsulated within bash
scripts. These scripts set up appropriate Docker containers, run the
simulation experiments, and generate the final plots.

To kick-the-tires, run ./scripts/kick-tires.sh from the base
directory. This will generate plots from pre-saved data without
running any experiments.

To perform a subset of the evaluation, run ./scripts/lite.sh
from the base directory. This will generate plots by benchmarking
TAIDL-TOs for Gemmini and oneDNN kernels. This will also per-
form correctness testing of TAIDL-TO using pre-generated inputs
and golden outputs. This takes only 4-5 minutes.

To perform the complete evaluation, run ./scripts/full.sh
from the base directory. This will generate plots by benchmarking
TAIDL-TOs and the baselines – Gemmini Spike and Intel SDE. This
will also generate inputs and golden outputs using Gemmini Spike
and Intel SDE for correctness testing of TAIDL-TO. This may take
around 30-45 minutes and will not run on ARM machines.

For more details, refer to the README.md in the artifact.

A.6 Evaluation and expected results

The key results of the paper include benchmarking simulation times
of TAIDL-TOs and baselines (Gemmini Spike and Intel SDE), i.e.,
statistics reported in Figure 19, Figure 20, Figure 21, and §8.2.

Note that most of the simulation times are in milliseconds, so
machine characteristics (processor performance) and runtime char-
acteristics (background activity) may result in numerical variations
of final results. Nevertheless, the following trends will be consistent:

(1) Figure 19: Gemmini Spike is expected to be significantly
slower than TAIDL-TO with and without GPU acceleration.

(2) Figure 20: Intel SDE is expected to be slower than TAIDL-TO
with and without GPU acceleration, with a minor exception
for AVX-only kernels on GPU acceleration.

(3) Figure 21: TAIDL-TO is expected to simulate Exo-generated
Gemmini kernels within a second per kernel.

(4) §8.2: TAIDL-TO is expected to be orders of magnitude faster
than Gemmini Spike (milliseconds/seconds vs minutes)

A.7 Experiment customization

To try the artifact interactively, launch our provided Docker envi-
ronment using ./scripts/launch.sh and follow the step-by-step
guide in README.md to define a custom ISA in TAIDL and write
custom kernels to simulate using the generated TAIDL-TO library.

A.8 Methodology

Submission, reviewing, and badging methodology:
• https://www.acm.org/publications/policies/artifact-review-
and-badging-current
• https://cTuning.org/ae
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